
1

ABSTRACT

�e Department of Defense (DoD) faces 

unique data licensing challenges when 

acquiring arti�cial intelligence (AI) 

solutions from the private sector. �is is 

because in addition to standard licensing 

concerns (e.g., avoiding vendor-lock), 

acquisition professionals must also con-

sider DoD’s Responsible AI (RAI) princi-

ples.1 �e responsible use of AI requires 

license rights to data and so�ware that 

are not covered by standard procurement 

clauses. �is paper provides an alterna-

tive framework to the traditional data 

licensing strategies to better address the 

unique challenges of acquiring AI solu-

tions.

In a traditional procurement, DoD 

identi�es data and so�ware to be deliv-

ered under the e�ort, which DoD will 

fund (at least partially), and thus will 

expect to obtain a license in that data 

and so�ware. In this traditional context, 

the ultimate objective of negotiation is 

to avoid so-called “vendor lock” in the 

procurement and sustainment of the 

developed solution. �e data (including 

so�ware documentation) and so�ware 

deliverables are typically designed to 

allow for the government’s use in subse-

quent competitions for further develop-

ment, production, and sustainment, or, in 

some situations, for organic testing and 

modi�cation. �e data deliverables are 

thus meant to provide the information 

necessary to produce an equivalent part, 

system, or application.

AI-based solutions present a challenge 

to this paradigm, however. Cutting-edge 

AI technologies are largely developed 

in the commercial sector at private.To 

achieve the Responsible AI principles, 

the government customer must under-

stand how a technology works and how 

the results of the technology are derived, 

not simply how to produce more units. 

As a result, the types of data required to 

assure that delivered AI-enabled technol-

ogies are responsible, equitable, traceable, 

reliable, and governable2 go beyond the 

delivery of end-solutions. �is presents 

a challenge for companies attempting to 

enter the Defense market through com-

mercial business models, standard seat 

or enterprise licenses, or “As–a–Service 

models.” Providing source code, propri-

etary datasets, so�ware architecture, or 

background IP to any entity, let alone the 

government, is far outside of the norm for 

these commercial AI �rms.

�us, to attract and integrate cut-

ting-edge AI solutions, while adhering 

to Responsible AI principles, DoD—spe-

ci�cally DoD acquisition professionals—

should implement a framework for assessing 

license needs, and cra� custom use licenses 

that balance the need for access and use of 

data and so�ware for RAI purposes against 

industry partners’ desire to protect their 

IP and maintain standardized commercial 

licensing practices.

CONTEMPORARY HISTORY OF 
RESPONSIBLE AI STRATEGY,  
POLICY, AND GUIDANCE

In the past four years, there have been 

multiple national-level strategies, poli-

cies, and guidelines focused on respon-

sibility, traceability, explainability, and 

ethics, as well as intellectual property in 

arti�cial intelligence.

Executive Order 13859 (February 2019)

Executive Order 13859, entitled “Main-

taining American Leadership in Arti�cial 

Intelligence,” established an American AI 

Initiative guided by �ve principles:

1. �e United States must drive tech-

nological breakthroughs in AI across 

the federal government, industry, 

and academia in order to promote 

scienti�c discovery, economic com-

petitiveness, and national security. 

2. �e United States must drive devel-

opment of appropriate technical 

standards and reduce barriers to 

the safe testing and deployment of 

AI technologies in order to enable 

the creation of new AI-related 

industries and the adoption of AI 

by today’s industries. 

3. �e United States must train cur-

rent and future generations of 

American workers with the skills 

to develop and apply AI technol-

ogies to prepare them for today’s 

economy and jobs of the future. 
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4. �e United States must foster pub-

lic trust and con�dence in AI tech-

nologies and protect civil liberties, 

privacy, and American values in 

their application in order to fully 

realize the potential of AI technol-

ogies for the American people. 

5. �e United States must promote 

an international environment that 

supports American AI research 

and innovation and opens mar-

kets for American AI industries, 

while protecting our technological 

advantage in AI and protecting 

our critical AI technologies from 

acquisition by strategic competi-

tors and adversarial nations. 

In carrying out these principles the 

order identi�es implementing agencies 

and a set of six strategic objectives for 

implementing agencies to pursue. Spe-

ci�c to issues of AI ethics and intellectual 

property, the objectives state that imple-

menting agencies should:

1. Enhance access to high-quality 

and fully traceable federal data, 

models, and computing resources 

to increase the value of such 

resources for AI research and 

development, while maintaining 

safety, security, privacy, and con-

�dentiality protections consistent 

with applicable laws and policies. 

2. Reduce barriers to the use of AI 

technologies to promote their 

innovative application while pro-

tecting American technology, eco-

nomic and national security, civil 

liberties, privacy, and values.

3. Ensure that technical standards 

minimize vulnerability to attacks 

from malicious actors and re�ect 

federal priorities for innovation, 

public trust, and public con�dence 

in systems that use AI technol-

ogies; and develop international 

standards to promote and protect 

those priorities.

�us, the order introduces the objec-

tives of traceability and reliability of fed-

eral data and models, AI applications, and 

technical standards as key components of 

the American AI Initiative.

National AI R&D Strategic Plan  

(June 2019 update)

�e National AI R&D Strategic Plan 

Update, issued by the Select Committee 

on Arti�cial Intelligence of the National 

Science & Technology Council (herea�er, 

“the Committee”), identi�ed eight strate-

gic priorities to further the American AI 

Initiative. �ose priorities included:

1. Make long-term investments in AI 

research

2. Develop e�ective methods for 

human-AI collaboration

3. Understand and address the ethi-

cal, legal, and societal implications 

of AI

4. Ensure the safety and security of 

AI systems

5. Develop shared public datasets 

and environments for AI training 

and testing

6. Measure and evaluate AI technolo-

gies through standards and bench-

marks

7. Better understand the national AI 

research and development work-

force needs

8. Expand public–private partner-

ships to accelerate advances in AI

Of primary importance for purposes 

of this paper are the committee’s strategic 

priorities to understand and address the 

ethical, legal, and societal implications of 

AI and expand public–private partner-

ships to accelerate advances in AI.

As identi�ed by the Committee, 

“maintaining American leadership in AI 

requires a concerted e�ort to promote 

advancements in technology and innova-

tion, while protecting civil liberties, pri-

vacy, and American values. More R&D is 

needed to develop AI architectures that 

incorporate ethical, legal, and societal 

concerns through technical mechanisms 

such as transparency and explainability.”3 

National Defense Authorization Acts 

(FY20–FY22)4

In addition to executive action, Congress 

has been active in enacting AI-related 

legislation and programs. Of particular 

note, Section 256 of the Fiscal Year 2020 

NDAA directed the secretary of Defense 

to develop a strategy for educating service 

members in relevant occupational �elds 

on matters relating to arti�cial intelli-

gence. Section 235 of the Fiscal Year 2021 

NDAA directed the secretary of Defense 

to conduct an assessment to determine 

“whether DoD has the ability, requi-

site resourcing, and su�cient expertise 

to ensure that any arti�cial intelligence 

technology acquired by the department is 

ethically and responsibly developed; and 

(B) how the department can most e�ec-

tively implement ethical arti�cial intelli-

gence standards in acquisition processes 

and supply chains.” Finally, Section 226 of 

the Fiscal Year 2022 NDAA required the 

secretary of Defense to review the poten-

tial application of arti�cial intelligence 

to a wide array of applications, includ-

ing logistics and business applications, 

amongst others.

National Security Commission on AI 

(Final Report, March 2021)

Amongst numerous recommendations 

by the Commission, notable for the 

purposes of this paper, the Commission 

identi�ed “If AI systems routinely do not 

work as designed or are unpredictable 

in ways that can have signi�cant nega-

tive consequences, then leaders will not 

adopt them, operators will not use them, 

Congress will not fund them, and the 

American people will not support them. 

To establish justi�ed con�dence, the gov-

ernment should focus on ensuring that 

its AI systems are robust and reliable….” 
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�e Commission further identi�ed, “�e 

United States lacks the comprehensive IP 

policies it needs for the AI era….” 

Implementing Responsible AI in DoD 

(May 2021)

At the departmental policy level, the 

Department of Defense in 2021 issued a 

memorandum for senior pentagon lead-

ership, “Implementing Responsible Arti-

�cial Intelligence in the Department of 

Defense.” �e memo rea�rms DoD AI 

ethical principles issued just over a year 

prior and places the principles under the 

umbrella of “Responsible Arti�cial Intel-

ligence (RAI).” �e memo identi�es that 

the �ve principles: responsible, equita-

ble, traceable, reliable, and governable, 

should be applied holistically across the 

department, including the AI product 

and acquisition life-cycle, with the ulti-

mate objective of implementing RAI 

across the department at scale.

Responsible AI Guidelines in Practice: 

Lessons Learned From the  

DIU Portfolio (November 2021)5

As part of its mission to accelerate the 

adoption of commercial technology 

within DoD, the Defense Innovation 

Unit (DIU) launched a strategic initiative 

in March 2020 to integrate DoD’s Ethi-

cal Principles for AI into its commercial 

prototyping and acquisition programs. 

Drawing upon best practices from gov-

ernment, non-pro�t, academic, and 

industry partners, DIU explored meth-

ods for implementing these principles 

in several of its AI prototype projects. 

�e result is a set of responsible arti�cial 

intelligence (RAI) guidelines. In devel-

oping these guidelines, DIU identi�ed 

that while the DIU RAI guidelines are a 

useful starting point for operationalizing 

DoD’s ethical principles for AI, DIU will 

continue collaborating with experts and 

stakeholders from government, indus-

try, academia, and civil society to further 

develop the RAI guidelines. �rough this 

paper’s exploration of the practical inter-

section of RAI and intellectual property, 

we hope to further add to this exemplary 

body of work.

Department of the Air Force/Massachu-

setts Institute of Technology Arti�cial 

Intelligence Accelerator - Arti�cial 

Intelligence Acquisition Guidebook 

(February 2022)

In February 2022, the Air Force/MIT AI 

Accelerator released an AI acquisition 

guidebook as a starting point, or “cata-

lyst” for discussion around topics related 

to the intersection of arti�cial intelligence 

and defense acquisition. �e guidebook 

generally covers contracting strategies 

for research and development, proto-

typing and beyond for AI technologies, 

along with a general description of the 

common treatment of so�ware and data 

deliverables under the DFARS data rights 

scheme, and recognition of the RAI prin-

ciples. Similar to the DIU RAI guidelines, 

the AI acquisition guidebook serves as a 

catalyst for further examination, which 

we hope to supplement with the subject 

matter of this paper.

OWNERSHIP, TITLE, AND  
RIGHTS IN SOFTWARE AND 
TECHNICAL DATA

A common misperception of government 

acquisition professionals is that the gov-

ernment is best served by “owning” or 

“obtaining title” to so�ware and technical 

data under government-funded develop-

ment e�orts. Sometimes this is conveyed 

as a requirement to “give the government 

its rights” in so�ware or technical data 

as a condition for the award of federal 

dollars. �is leads to a misperception on 

the side of commercial entities that they 

will forfeit title in their intellectual prop-

erty to the government if they choose to 

accept development dollars. �is idea is 

not only in error but is contrary to the 

very policies which established the cur-

rent legal and regulatory framework for 

the treatment of intellectual property and 

data rights. �e intent of the IP scheme 

can be summarized as follows:

�e government typically relies on 

contractors (or, more broadly, the pri-

vate sector) to commercialize inno-

vations, even if they are 100 percent 

government funded. And typically, 

the government does not require 

ownership of the intellectual prop-

erty, but instead relies on licenses 

from the contractors to meet the 

agency requirements. �e impor-

tance of contractor ownership can-

not be overstated, because it allows 

contractors to develop and reuse 

government-funded technology, thus 

applying government-funded, con-

tractor-owned IP to create or support 

commercial markets. Government 

ownership would, conversely, unnec-

essarily inhibit such development.6

As explained throughout this paper, 

the current legal and regulatory scheme 

is a license-based approach, designed to 

promote industry commercialization of 

government-funded research e�orts. As 

it relates to cutting-edge technologies 

that are largely developed in the com-

mercial sector at private expense, such as 

AI-based solutions, it is imperative that 

acquisition professionals understand the 

policy and structure of the IP and data 

rights legal and regulatory framework. 

Speaking in terms of government “own-

ership” or “obtaining title” is sure to have 

a chilling e�ect on companies evaluating 

whether to work with DoD. It is equally 

important that technology �rms under-

stand that the government will seek 

licenses in their so�ware and technical 

data to meet government use cases. Such 

licenses may be negotiated and valued to 

meet the needs of the parties.

http://business.gmu.edu/govcon/
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OVERVIEW OF THE CURRENT 
DFARS LICENSING SCHEME

�e current data and so�ware licensing 

scheme for DoD, as embodied within the 

Defense Federal Acquisition Regulation 

Supplement (DFARS), is a scheme based 

upon the principle that DoD should only 

require the technical data and computer 

so�ware, and rights in that data and so�-

ware, necessary to satisfy its needs.7 �e 

scope of the license rights is typically 

determined by the source of funds used 

to develop the technical data or so�ware.8 

Technology developed under government 

funding provides the government with 

broader rights than technology devel-

oped with mixed funding or at private 

expense. �e government can use DFARS 

clauses found in DFARS 252.227 that pro-

vide license rights based on this funding 

scheme, or it can negotiate special terms 

if required to meet its needs.9 DoD IP 

acquisition and licensing policy supports 

the overarching DFARS licensing scheme 

as it recognizes the importance of balanc-

ing DoD and industry interests.10

DELIVERABLES, DELIVERABLES, 
DELIVERABLES

�e DFARS licensing scheme is based 

upon the funding characteristics (ful-

ly-government funded; partially-govern-

ment funded; or developed exclusively at 

private expense) of deliverable computer 

so�ware and technical data. �is presents 

a complication for acquisition personnel 

procuring AI-based technologies, as so�-

ware and data deliverables (for non-AI-

based solutions) are typically limited to 

the deliverables required to test, deploy, 

and use the solution for its intended pur-

pose. 

When considering the requirements of 

RAI, acquisition personnel must expand 

their required deliverables to include 

so�ware and technical data required to 

determine that the delivered solution 

is responsible, equitable, traceable, reli-

able, and governable. Depending on the 

technology procured, this may require 

delivery of background IP and data sets, 

training data, input/output data, object 

code, so�ware architectures, and source 

code, all of which may have been devel-

oped exclusively at private expense. For 

companies with standardized commercial 

technologies, terms and conditions, and 

licensing structures, delivery of such so�-

ware and technical data may be a show-

stopper. As explained below, acquisition 

personnel must consider (and be capa-

ble of developing) custom use licenses 

in terms of purpose, scope, and time to 

assure that procured solutions meet RAI 

principles, while assuring that the gov-

ernment is able to procure such technol-

ogies, and further that the government is 

not procuring license terms for which it 

does not have an intended use. 

RAI IN DOD OTHER  
TRANSACTION AUTHORITIES

When using Other Transaction Author-

ities,11 DoD acquisition professionals are 

exempt from the requirements of Bayh-

Dole (35 U.S.C. §§ 201-204) for patents, 

and 10 U.S.C. §§ 3771-377212 (including 

the applicable FAR and DFARS imple-

mentation of these statutes) for rights in 

so�ware and technical data. �is exemp-

tion provides maximum �exibility for 

negotiating custom licenses that meet 

the short-term and long-term needs of 

the parties to the transaction. DoD other 

transaction authorites guidance provides:

In negotiating [intellectual property 

and license rights in computer so�-

ware and technical data] under an 

Other Transaction, it is a best practice 

for the government and solution pro-

vider to identify business plans for the 

subject technology at 1-year, 3-years, 

5-years, and beyond. By establishing 

the short-term and long-term needs 

of the parties, a tailored IP scheme 

can more easily be determined and 

factored into the government’s [over-

all] IP negotiation strategy.

�e negotiated IP terms and condi-

tions should facilitate all parties’ busi-

ness plans and project goals, including 

any likely production and follow-on 

support of the prototype developed, 

and balance the relative investments 

and risks borne by the parties both in 

past development of the technology 

and in future development and main-

tenance of the technology.13

In relation to the development of 

AI-based technology solutions under 

DoD other transactions, the principles 

of Responsible AI still apply, and acquisi-

tion personnel should identify the license 

rights and use terms necessary to assure 

the RAI principles are met. In this con-

text, “future development and mainte-

nance” includes the ability to assure that 

development technologies are respon-

sible, equitable, traceable, reliable, and 

governable. Practitioners should leverage 

the �exibilities of the Other Transaction 

Authorities to cra� license terms that 

support RAI requirements.

THE ROLE OF DATA AND SOFT-
WARE LICENSING IN ASSURING 
RESPONSIBLE AI

Within the �eld of AI and the acquisition 

of AI-based technologies from the private 

sector, there are critical data and so�ware 

licensing needs that are not present in typ-

ical so�ware or hardware  procurement. 

�ese requirements emerge as DoD must 

http://business.gmu.edu/govcon/
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be able to access, modify, disclose or oth-

erwise use data to operate the AI appli-

cation and measure outcomes to achieve 

the principles of Responsible AI. While 

the DFARS licensing scheme was cre-

ated for hardware and services (and later 

added traditional so�ware programs), the 

design, development, deployment, and 

use of AI tools and capabilities, especially 

those that employ machine learning, may 

require license rights into data and so�-

ware that are not typically required by 

the government.14 Babak Siavoshy, gen-

eral counsel at Anduril Industries, asked 

what type of license terms should apply 

to an AI algorithm privately developed 

for computer-vision object detection 

and adapt it for military targeting or 

threat-evaluation?15 Neither commercial 

so�ware licenses nor standard DFARS 

data rights clauses adequately answer this 

question as neither appropriately pro-

tects the developer’s interest or enable the 

government to gain the insight into the 

system to deploy it responsibly. Siavoshy 

argues that commercial AI developers 

invest in their technology and should be 

justly compensated without concern that 

the government will reverse engineer or 

share their code with competitors.16 �e 

government can obtain necessary rights 

in data and so�ware to implement the 

Responsible AI principles without requir-

ing rights to reverse engineer or share 

proprietary IP.

AI solutions involve numerous com-

ponents working as a system to provide 

capabilities to assist the end-user in mak-

ing data-driven decisions faster.17 �e 

canonical architecture for AI includes 

data, algorithms, computing, and gov-

ernance of this system.18 Understanding 

the end-to-end pipeline of AI solutions is 

necessary to acquire the data and license 

rights required to meet DoD’s require-

ments to operate and sustain the capabil-

ity, as well as meet its legal obligations and 

implement the Responsible AI principles. 

Data is a foundational component 

of AI. �us, large collections of curated 

datasets are valued by the government 

and industry alike.19 �e AI architecture 

starts with data collection and curation, 

o�en from multiple sources—govern-

ment-owned, the contractor’s proprietary 

data, third-party licensed data, open 

source or a combination thereof. As the 

National Security Commission on Arti-

�cial Intelligence (NSCAI) warned, “the 

absence of data governance policies (such 

as contracting best practices) for IP-type 

protections or ownership rules could 

undermine the willingness of companies 

to enter into the public–private partner-

ships that are crucial for creating cut-

ting-edge technological innovations.”20 

�e collection of data, whether the data 

contains metadata, and the cleaning and 

labeling of data can a�ect its suitability 

for modeling and can impact the degree 

of accuracy and bias of the model.21

�e conditioned data is then fed 

into algorithms that convert the input 

information into model output that is 

actionable knowledge represented in a 

form usable by humans.22 �ese algo-

rithms can be trained by various tech-

niques, though predominantly through 

supervised learning (pre-labeled data for 

input and output), unsupervised learning 

(unlabeled data), or reinforcement learn-

ing (training through reward signals).23 

�e model output can be used to make 

decisions, predictions, relate inputs and 

outputs, or take actions autonomously.24 

However, many AI applications relevant 

to DoD require human judgment, thus, 

the human-machine teaming phase of 

the pipeline connects the data and algo-

rithms to the end-user.25 Underlying and 

enabling this process is computing tech-

nology.26

While the data–algorithm–human–

machine interface pipeline powered by 

computing hardware creates AI appli-

cations, trust in the output is critical to 

DoD’s mission. �is concept is known as 

robust or trusted AI.27 In some AI systems, 

such as decision trees or logistic regres-

sion algorithms, humans can explain the 

way the decision was made and answer 

why an output was produced for a given 

input.28 However, many AI systems today, 

and indeed the most advanced systems 

that are relevant to DoD, use machine 

learning and deep learning by neural 

networks that make it impossible for any 

human to fully understand and explain 

the decision-making by the model.29 

�ese complex models are o�en referred 

to as a “black box” due to the challenge 

of interpreting and explaining how the 

model functioned for a given decision, 

though the ability to explain the model 

ensures trust.30 

Some jurisdictions require systems to 

provide some level of explanation such as 

the European General Data Protection 

Regulation (GDPR).31 For the end-user, a 

commander, operator, or analyst in DoD 

context, to trust the algorithm’s output, 

and for the public to trust DoD’s use of 

AI, the output should be explainable 

(i.e., why an AI algorithm recommends 

a particular course of action), veri�able 

and validated, secure, safe, ethical, and 

responsible.32 �ese concepts are re�ected 

in DoD AI Ethical Principles33 and reaf-

�rmed by the deputy secretary of Defense 

implementing guidance by the collective 

concept of “Responsible AI” (RAI).”34 

Implementation of RAI is in accordance 

with the following tenets:

• RAI Governance

• War�ghter Trust

• AI Product and Acquisition Life-cycle

• Requirements Validation

• Responsible AI Ecosystem

• AI Workforce35

�e AI pipeline may span multi-

ple programs, contracts, and vendors. 

http://business.gmu.edu/govcon/
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 Practically, license rights may be nec-

essary to use, share, display, modify or 

otherwise access and practice the data or 

so�ware to ensure interoperability across 

multiple components in the pipeline; 

moreover, license rights may be required 

to implement the RAI principles. �us, 

DoD must understand each component 

in the pipeline and negotiate rights in 

data and so�ware that permit the oper-

ational use of such data and so�ware in 

alignment with DoD’s RAI tenets.

DFARS LICENSING AND  
IMPLEMENTATION OF RAI

�e traditional DFARS licensing scheme 

does not clearly cover all considerations for 

AI systems. A traditional DFARS license 

that defaults to the source of funding for 

development makes little sense practically 

in developing a machine learning model 

that learns and reprograms its so�ware 

code through the ingestion of training 

data. For an algorithm developed at private 

expense, using government-owned data to 

create a trained model, the DFARS would 

provide the government with restricted 

rights in the algorithm, unlimited rights in 

the data and model. However, if the data 

used to train the model was proprietary, or 

third-party licensed, or even open source 

(as many training datasets are), the model 

would arguably be developed by costs not 

allocated to a government contract,36 and 

the government would be entitled only 

to restricted rights in the model predic-

tions.37 

�e government will o�en require at 

least government purpose rights and may 

require unlimited rights in the model 

predictions as the intent of modeling data 

is for the user to use, perform, display, 

reproduce, modify, and release the data 

downstream to other government users 

and contractors. Formatted output data 

that is labeled and machine-readable can 

be used by other organizations and even 

used as training data on other models; 

thus, obtaining su�cient license rights to 

the output data is valuable to the govern-

ment. Such rights to that data may also 

be necessary to conduct regular audits, 

testing, and veri�cation that the model is 

functioning as intended.

Further, Specially Negotiated License 

Rights under the DFARS may limit 

the ability of the government to attract 

best-in-class talent and products from 

industry. Industry concerns about the 

government treatment of IP is one of 

the primary reasons companies decide 

to avoid working with the government.38 

Although negotiating license rights can 

address some concerns from potential 

contractors, the government is limited 

in what rights it can relinquish in the 

DFARS licensing scheme. �e DoD is 

prohibited from negotiating for less rights 

in computer so�ware or technical data 

than what it would be entitled to receive 

based on the funding scheme.39 �is stat-

utory restriction serves as a limit on the 

government’s ability to conduct trade-

o�s in negotiation that could reduce the 

cost of the contract (as it relinquishes 

any rights it does not require), attract 

non-traditional defense contractors that 

are unwilling to give unlimited rights in 

their IP, and meet its requirements. 

Moreover, the DFARS license rights 

de�nitions do not clearly include some 

components of the AI pipeline. For exam-

ple, “data,” the foundation of AI, may con-

sist of information that is contemplated 

by the de�nition of “technical data” under 

DFARS 252.227-7015, though it may 

include data that is excluded by that de�-

nition. Yet raw data may be relevant to a 

use case and DoD would need to obtain 

rights to use that data and order said data 

as a deliverable. Obtaining a specially 

negotiated license rights to access, use, 

reproduce, release, or disclose compo-

nents of the AI system may require a class 

deviation under DFARS 201.402, adding 

months to the process (there is no such 

requirement when using other transac-

tion authority). 

Finally, the never �nished nature of a 

machine learning model challenges the 

fundamental de�nition of the DFARS 

licensing scheme developed. When the 

computer program or so�ware is devel-

oped and by which entity’s expense are 

threshold questions used to determine 

the allocation of rights under the DFARS. 

An algorithm may be developed at pri-

vate expense, but when the algorithm is 

trained pursuant to a government con-

tract, the model’s programming is altered 

as directed by the government. �ere may 

be room to argue the DFARS standards 

license can be interpreted to include these 

apparent idiosyncrasies. Nonetheless, 

a claim against DoD for an ambiguous 

clause could prove extremely costly to the 

government.

Acquisition professionals need the 

�exibility to iterate the model and con-

duct frequent testing: designing, devel-

oping, deploying, and operating a model 

will likely require numerous training 

and testing iterations, user feedback, and 

algorithmic re�nements throughout the 

life-cycle. License rights in the data, algo-

rithm, output, computing, and interface 

components may be necessary to imple-

ment the AI system consistent with the 

RAI principles. �us, the contract’s state-

ment of objectives, modi�cation clause, 

and contract line items should permit the 

necessary �exibility to iterate. 

PROPOSED FRAMEWORK  
FOR DATA LICENSING TO  
IMPLEMENT RAI

�is section provides examples of com-

mon use cases and the authors’ proposed 
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framework for developing data licensing 

terms to implement DoD’s ethical princi-

ples for RAI. Across each ethical princi-

ple and inherent in the concept of RAI is 

ensuring the use of the AI system is law-

ful.40 However, the law is the baseline and 

RAI requires higher levels of responsibility, 

trust, governance, and ethics to meet U.S. 

policy and strategic objectives. In o�ering 

a practical approach to implementing a 

licensing scheme that balances the needs of 

the parties, while assuring RAI principles 

are addressed, we are proposing the fol-

lowing method, which should be applied 

to each of the �ve principles:

1. Identify the speci�c use case or 

cases the government is seeking to 

address; 

2. Identify what types of information, 

data, and so�ware are required to 

measure whether the principle has 

been met for the speci�c use case;

3. Identify how the identi�ed infor-

mation, data, and so�ware will be 

used to measure whether the prin-

ciple has been met for the speci�c 

use case; and

4. Identify when the information, 

data, and so�ware will be required 

to measure whether the princi-

ple has been met for the speci�c 

use case, and when the need will 

expire.

�e considerations o�ered below are 

non-exhaustive and each use case and 

purpose will have additional mission and 

business considerations that impact the 

negotiation of license rights.

Principle 1 – Responsible

DoD personnel will exercise appropri-

ate levels of judgment and care, while 

remaining responsible for the develop-

ment, deployment, and use of AI capa-

bilities.

Use Case Examples

Target classi�cation; performance 

prediction using physiological and cogni-

tive metrics; autonomous driving.

Data Licensing Considerations

Information Required to Assure Prin-

ciple is Achieved:

• Input data to ensure data collec-

tion on persons is used appropriately and 

protects the privacy of those persons the 

data is collected.

• Model output to conduct con-

tinuous testing and veri�cation that the 

model is performing as designed.

How the Information Is Used to  

Assure Principle Is Achieved

When collecting and using human 

subject data, there may be a legal require-

ment to obtain human subject research 

approval and publication of system of 

records notice (SORN).41 If the model 

leads to decisions by a human operator or 

an autonomous system, the information 

is required to trust that the system is pro-

ducing reliable, trustworthy predictions. 

Data necessary to audit the decision-mak-

ing process of the model, such as logs and 

any local interpretable model-agnostic 

explanations (LIME) system models that 

build an interpretable approximation of 

the neural network, can verify the model 

functions and establish due diligence and 

responsibility in relying on the model 

under the circumstances present at the 

time of the decision to act. �e primary 

question that must be answered is who is 

responsible for the model? While deci-

sions and actions may be executed by the 

AI system, humans remain responsible 

under the law. �e context and use case 

may leave the government responsible for 

unintended consequences regardless of 

how the contract assigns or indemni�es 

such acts. �us, the license rights should 

cover any data or so�ware necessary for 

the responsible party to operate with due 

care and judgment.

When the Information Is Needed and 

in What Format to Assure Principle Is 

Achieved

�e input data and model output 

should be provided in a machine- and 

human-readable format throughout the 

life-cycle to the government and third-

party contractors assisting in the oper-

ation, maintenance, or TEVV (Test, 

Evaluation, Validation & Veri�cation) 

processes. �e license to this data and 

release to third parties can be restricted to 

auditing, evaluation, validation, and veri-

�cation purposes, unless the government 

is entitled to broader rights.

Principle 2 – Equitable

�e Department will take deliberate 

steps to minimize unintended bias in AI 

capabilities.

Use Case Examples

Human Resources: From 2014 to 

2015, Amazon used historical data from 

the last 10 years to train an AI model on 

job applicants. �e system automatically 

screened unquali�ed applicants. �e AI 

system incorrectly learned that male can-

didates were preferable and used gender 

as a screening criteria.42 Equitable AI 

establishes rigorous processes to mitigate 

unintended bias and harm on a class of 

individuals.

Data Licensing Considerations 

Information Required to Assure Prin-

ciple is Achieved:

• Data used to train the algorithm 

and provenance of the training data

• Trainable and non-trainable param-

eters (�lters, weights and biases) of the 

model

• Model output

• Any procedures, such as perfor-
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mance tracking over time, used to mon-

itor that the model does not dri� during 

operation or yields biased results.43

How the Information Is Used to  

Assure Principle Is Achieved

Equitable AI starts at data collection. 

Ensuring the training data is represen-

tative of what capability the model is 

intended to enable is critical to avoiding 

unfair biases. Care must be taken to avoid 

historic biases that are non-inclusive of 

women, minorities, or other underrep-

resented classes. Mitigating unintended 

biases can lead to decreased model accu-

racy,44 so collaboration between the gov-

ernment and contractor is necessary to 

understand the trade-o� equitable AI 

may have on reliability.

When the Information Is Needed and 

in What Format to Assure Principle Is 

Achieved

If training data or pre-trained models 

are supplied by the contractor or third 

party, the government should have access 

to such information at the planning phase 

of the project. Access to the weights and 

balances for government or third-party 

auditing should start at the develop-

ment phase and continue throughout the 

life-cycle to mitigate unintended biases.

Principle 3 – Traceable

�e Department’s AI capabilities will 

be developed and deployed such that 

relevant personnel possess an appro-

priate understanding of the technology, 

development processes, and operational 

methods applicable to AI capabilities, 

including with transparent and auditable 

methodologies, data sources, and design 

procedure and documentation.

Use Case Examples

Autonomous vehicles: In 2018, the �rst 

pedestrian was killed by an autonomous 

vehicle. �e operator was an Uber driver 

that had the Uber driving system in full 

control until two-hundreds of a second 

before impact when the driver took the 

car out of autonomy and into manual 

mode, but too late to avoid the collision. 

In the investigation, law enforcement and 

the National Transportation Safety Board 

reviewed the model to forensically ana-

lyze the event, piecing out each fraction 

of a second prior to the crash. �e ques-

tion in the investigation, and potential 

negligent homicide trial, is whether Uber 

made responsible decisions and exercised 

judgment throughout the development 

and deployment of the autonomous driv-

ing system.45 Ultimately, the decisions 

made by the relevant stakeholders in 

the development and deployment, and 

throughout the use of the system, should 

be auditable.

Data Licensing Considerations 

Information Required to Assure Prin-

ciple is Achieved:

• Logs documenting processes and 

decisions made by the AI system

• When the AI system includes 

human-machine interfacing, with some 

decisions made by the AI system and 

others made by a human responsible 

party, the chain of events should be doc-

umented46

• Data sources

How the Information Is Used to Assure 

Principle Is Achieved

�e question that must be answered 

for traceable AI is how are the actions of 

the model recorded? Additionally, can 

the responsible party (DoD) audit the 

AI system’s actions to understand how 

that action occurred? Records and pro-

cesses must be accessible and explainable. 

�e government or third-party auditor 

should be able to go back to the steps in 

the decision process to understand why 

the outcome occurred and identify les-

sons learned.47 In some occasions, the 

processes and records of decision may 

need to be disclosed to the public. Addi-

tionally, because the operation of the 

AI system is dependent on the data, the 

provenance of data sources, and even the 

motivation, composition, and the collec-

tion of the data, is required to understand 

the quality and relevance of the input.48

When the Information Is Needed and 

in What Format to Assure Principle Is 

Achieved

�e information should be accessible 

by the government during the develop-

ment and deployment phases of the AI 

system’s life-cycle. In the event of a mis-

hap, the data may be released to regula-

tors, investigations, and the public. �e 

ability to trace back to how decisions 

were made should demonstrate the values 

of the stakeholders involved in the devel-

opment and deployment of the model.

Principle 4 – Reliable

�e Department’s AI capabilities will 

have explicit, well‐de�ned uses, and the 

safety, security, and e�ectiveness of such 

capabilities will be subject to testing 

and assurance within those de�ned uses 

across their entire life-cycles.

Use Case Examples

Deepfakes and adversarial perturba-

tions: Deepfakes use machine learning 

algorithms called Generative Adversar-

ial Networks (GANs) that create uncan-

nily realistic fake videos and images.49 

�ese have been used for many pur-

poses though concerningly by Russia in 

the early weeks of the war on Ukraine, 

broadcasting a video depicting Ukrainian 

President Volodymyr Zelenskyy surren-

dering Ukraine to Russia.50 Similarly, 

models can become corrupted when add-

ing an imperceptible perturbation to the 
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input image. �ese are called adversar-

ial examples and can lead to a model to 

make wrong predictions with very high 

con�dence yet are di�cult for humans 

to detect.51 Deepfakes and adversar-

ial perturbations that are inserted into 

training data can make the model unre-

liable. Model training processes must be 

evaluated in a reproducible manner and 

robustly documented and organized to 

assess reliability of the deployed model.52

Data Licensing Considerations 

Information Required to Assure Prin-

ciple is Achieved:

• Training and testing data

• Weights and biases of the model

• Processes, such as robustness 

tools, and metrics

How the Information Is Used to  

Assure Principle Is Achieved

Test and Evaluation, Veri�cation and 

Validation (TEVV) of the model per-

formance. �e question that must be 

answered for reliable AI is whether the 

model can be trusted. Access to perfor-

mance data and measurements against 

performance metrics may be needed to 

assess the reliability of the model. �is 

information may be shared with third 

party contractors, though the use of such 

information may be restricted to TEVV 

purposes.

When the Information Is Needed and 

in What Format to Assure Principle Is 

Achieved

Before deployment and throughout 

use of the model. Perturbations can occur 

at any time and can a�ect the accuracy 

of the model. Robust processes to assess 

performance are needed to ensure the 

model is trustworthy.

Principle 5 – Governable

�e Department will design and engineer 

AI capabilities to ful�ll their intended 

functions while possessing the ability 

to detect and avoid unintended conse-

quences, and the ability to disengage or 

deactivate deployed systems that demon-

strate unintended behavior.

Use Case Examples: 

Criminal justice: Correctional O�ender 

Management Pro�ling for Alternative 

Sanctions (COMPAS) is an algorithm 

used to predict recidivism in convicted 

criminals during sentencing.53 �e statis-

tical results of the algorithm predict black 

defendants pose a higher risk of reo�end-

ing than a true representation.54 A model 

that is governable functions as intended 

and has robust processes that detect and 

avoid unintended consequences. 

Data Licensing Considerations 

Information Required to Assure Prin-

ciple is Achieved:

• Input dataset (data source, raw 

data, missing values, incorrect labels, 

appropriate anonymization, representa-

tive, relation of labels to intended predic-

tions in supervised models)

• Trainable and non-trainable param-

eters (�lters, weights and biases) of the 

model

How the Information Is Used to Assure 

Principle Is Achieved

Understanding the input data and the 

weights and biases of the model can 

mitigate unintended consequences of 

acting on the model’s recommendations 

or predictions. �e question that must 

be answered for Governable AI is how 

is the model controlled? Data necessary 

to answer that question may be spread 

across multiple components of the AI 

system and may require sharing data 

with other contractors within that sys-

tem. Accordingly, failure to obtain the 

appropriate license rights on one contract 

that covers a discrete function in the AI 

system may lead to a failure in the gov-

ernance or trustworthiness of the entire 

system.

When the Information Is Needed and 

in What Format to Assure Principle Is 

Achieved

For purposes of AI governance, the 

license required is not intended for com-

petition but verifying the model is per-

forming as intended. An acceptable use 

agreement and license to access, display, 

and share data within the government 

and third parties (i.e., independent TEVV 

contractors or vendors of other compo-

nents of the system) can permit DoD to 

mitigate unintended consequences with-

out diluting the value of the contractor’s 

IP.

CONCLUSION

Implementation of responsible arti�cial 

intelligence principles, when acquiring 

AI solutions from private industry, neces-

sitates a relook at Defense federal acquisi-

tion regulations licensing structures, and 

requires acquisition professionals to con-

sider strategies to balance RAI principles 

with the government’s ability to attract 

and engage with commercial AI �rms. 

Acquisition personnel developing/

procuring AI-based solutions must plan 

for so�ware and data (including so�ware 

documentation) deliverables necessary to 

support the RAI requirements, which will 

frequently require specially negotiated 

licenses that properly identify and limit 

their use for a speci�c purpose. 

• �ese specially negotiated licenses 

are in the interest of both industry and 

government. 

• �ese licenses permit the govern-

ment to access and use the data required 

to assure RAI principles are met and not 
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overpay for rights without a valid use 

case. 

• Additionally, such limited use 

a�ords industry partners con�dence that 

data use will be restricted to valid govern-

ment uses. 

Ultimately, it is a balancing act that 

is needed from learned professionals to 

achieve adoption and integration of AI 

into the Department of Defense, one that 

we believe may be furthered through 

application of our proposed framework.

Disclaimer: �e views expressed are 

those of the authors and do not re�ect the 

o�cial guidance or position of the United 

States government, the Department of 

Defense or of the United States Air Force.

Statement from DoD: �e appear-

ance of external hyperlinks does not con-

stitute endorsement by the United States 

Department of Defense (DoD) of the 

linked websites, or the information, prod-

ucts, or services contained therein. DoD 

does not exercise any editorial, security, 

or other control over the information you 

may �nd at these locations.
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